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6 InfraRed Array Camera (IRAC)
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The InfraRed Array Camera (IRAC) is being built by the NASA Goddard Space Flight Center
(GSFC) with management and scientific leadership by the Smithsonian Astrophysical Observatory
(SAO) under principal investigator Giovanni Fazio. At the time of writing (June 2000), the instrument
is completely assembled, with minor adjustments to the optical alignment and the control firmware,
and testing to characterize the instrument performance, in progress. The information in this manual is
based largely on the design requirements and preliminary characterization of the flight instrument.
Therefore, this information is subject to change.

6.1 Instrument Description

6.1.1 Overview

6.1.1.1 INSTRUMENT DESCRIPTION

IRAC is a four-channel camera that provides simultaneous 5.12 × 5.12 arcminutes images at 3.6, 4.5,
5.8, and 8 microns. Two adjacent fields of view are imaged in pairs (3.6 and 5.8 microns; 4.5 and 8.0
microns) using a dichroic beamsplitter.  All four detector arrays in the camera are 256 × 256 pixels in
size, with a pixel size of 1.2 arcsec.  The two short wavelength channels use InSb detector arrays and
the two longer wavelength channels use Si:As detectors. The camera has an internal calibration
subsystem that consists of a shutter mechanism that can close off the aperture to block external li ght,
and calibration lamps that can be used to measure the system responsivity.

The IRAC instrument was designed to address the four major scientific objectives defining the SIRTF
mission. These are (1) to study the early universe, (2) to search for and study brown dwarfs and
superplanets, (3) to study ultraluminous galaxies and active galactic nuclei, and (4) to discover and
study protoplanetary and planetary debris disks. The utili ty of IRAC is in no way limited to these
objectives, which we only mention to explain the scientific drivers for the instrument design.  IRAC is
a powerful survey instrument because of its high sensitivity, large field of view, and simultaneous
four-color imaging.

6.1.1.2 TECHNICAL OVERVIEW

IRAC consists of the Cryogenic Assembly (CA) installed in the Multiple Instrument Chamber (MIC)
in the CTA, and the Warm Electronics Assembly (WEA) mounted in the spacecraft. Harnesses
connect the detectors and calibration subsystem in the CA to the WEA.  The WEA communicates
with the spacecraft over three RS-422 serial li nes that allow receiving commands from, and sending
acknowledgements and image data to, the spacecraft Command & Data Handling (C&DH) computer.

The IRAC Cryogenic Assembly, depicted in Figure 6-1, consists of the following major
subassemblies: the Pickoff Mirrors; the Shutter; the Optics Housings, which hold the doublet lenses,
beamsplitters, filters, and cold stops; the Focal Plane Assemblies (FPAs) that include the detector
arrays and associated components; the Transmission Calibrator with its Source and Integrating
Spheres; and the Housing Structure, consisting of the Main Housing Assembly and the wedge shaped
MIC Adapter Plate.
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Figure 6-1. IRAC Cryogenic Assembly model, with the top cover
removed to show the inner components.

6.1.2 Optics

6.1.2.1 OPTICAL LAYOUT

The IRAC optical layout is shown in Figure 6-2 and Figure 6-3.  Light from the telescope is reflected
by the pickoff mirrors for the two fields of view (FOVs) and enters the IRAC structure.  Each pair of
channels has a doublet lens, which reimages the SIRTF focal plane on the detectors.  A beamsplitter
reflects the short wavelength light to the In:Sb detectors (Channels 1 and 2) and transmits the longer
wavelength light to the Si:As detectors (Channels 3 and 4).  Channels 1 and 3 view the same telescope
field (within a few pixels), and Channels 2 and 4 view a different field simultaneously (see Figure 2-1
-SIRTF FOV).  The fields are separated by approximately 1 arcmin.  The IRAC pixel scale is the
same in all channels (1.2 arcsec per pixel), providing a 5.12x5.12 arcmin FOV.
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Figure 6-2. IRAC optical layout, top view.  The layout is similar for
both pairs of channels; the light enters the doublet and the long
wavelength passes through the beamspli tter to the Si:As detector
(Channels 3 and 4) and the shor t wavelength light is reflected to the
InSb detector (Channels 1 and 2).
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Figure 6-3. IRAC optics, side view.  The Si:As detectors are shown at
the far r ight of the figure, the InSb arr ays are behind the
beamspli tters.

6.1.2.2 IMAGE QUALITY

IRAC provides diffraction-limited imaging internally; image quali ty is limited primarily by the SIRTF
telescope. The IRAC optics specifications limit the wavefront errors to  <λ/20 in each channel. The
majority of the IRAC wavefront error is a lateral chromatic aberration that is most severe at the
corners of the IRAC field.  The aberration is due to the diff iculty of producing an achromatic design
with a doublet lens over the large bandpasses being used.  The effect is small , with the total lateral
dispersion less than a pixel in the worst case, but will be characterized in the ground-based tests.  The
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main effect is that the PSF and distortion may be slightly color dependent, which may be detectable
for sources with extreme color variations across the IRAC bands.

Figure 6-4. IRAC Simulated images at 8 microns. The images are
shown on a logar itmmic scale. The left-hand image is a simulation
with 0.3” resolution, while the right-hand simulation has 1.2” pixels.

Figure 6-4 shows simulated PSFs made with IRAC and the SIRTF telescope optics. There is only
very littl e difference between the PSFs at different positions on the array. The PSF in the left-hand
panel is shown with a finer sampling than the actual IRAC pixel sizes to show the detailed structure.
In the finely sampled PSFs, a central core and the 1st (and other) Airy ring are evident. To characterize
the PSF, we define R1 as a radius that encloses the central core (at about the position of the 1st Airy
minimum) and R2 as a radius to enclose the 1st Airy ring. In the table below, we show the fraction of
flux falli ng within the central pixel, R1, and R2.

Table 6.1. IRAC image quali ty properties*

Central Core 1st Airy Ring

Channel
FWHM
(arcsec)

Noise
pixels

Flux in
central

pixel (%) R1(arcsec) Enclosed flux (%) R2(arcsec) Enclosed flux(%)

1 2.3 16 31
2 2.3 16 31
3 2.3 16 31
4 2.3 16 31 2.0 58 4.6 87

*values in table for the FWHM, Noise pixels, and flux in central pixel are based on design requirements; values for
channel 4 in last 4 columns are based on a simulation; other values to be specified after SIRTF telescope is tested;

Table 6.1 shows the properties of the IRAC PSF. The first three quantities are based on design
requirements. The last 4 properties (for channel 4 only) were calculated using simulated PSFs based
on the measured properties of the primary mirror, an ideal secondary, the designed locations of the
telescope structures, and expected IRAC internal optical properties. At the time of writing, the
telescope is just completing final assembly, and actual measurements are underway. In Table 6.1, the
FWHM of the PSF is based on requirements on the telescope and IRAC optical performance. SIRTF
design requires a diff raction-limited telescope longward of 6.5µm. The “noise pixels” column
contains the equivalent number of pixels whose noise contributes to the measurement of the flux of a
point source from an image. If the image has measured in-pixel fluxes Ii for all pixels i, and the PSF is
well known to have values Pi, then the optimal flux measurement is obtained by fitting the image with

the PSF: ∑∑= 2
iii PPIF . The uncertainty in the flux, in units of the noise per pixel, is σF=σN1/2,
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where the number of noise pixels is ( ) 12 −∑= iPN . We use the number of noise pixels when

calculating the sensitivities for point sources in the performance Figures and Tables below. Based on
preliminary measurements of the SIRTF primary mirror and theoretical calculations of the PSF if all
the telescope components are in their designed locations, it is possible that the in-flight IRAC PSF
will be sharper than the requirements in Table 6.1. These calculations yield PSF widths (FWHM) of
0.9, 1.2, 1.5, and 1.8” in channels 1, 2, 3, and 4, respectively, which can be considered as a lower limit
to the width of the in-flight PSF.

Stray light
The stray light properties are expected to be dominated by the SIRTF telescope – IRAC itself will
contribute less than 5% of the total stray light in the image.  The instrument is well baff led, and the
optics contain a Lyot stop for stray light rejection.  The IRAC arrays will not directly view any part of
the telescope or spacecraft structure except for the metering tower used to mount the telescope
secondary mirror.  An estimate of the stray light will be made using modeling based on the
measurements of the as-constructed CTA on the ground; a final characterization will be made during
IOC.

Distortion
Due to IRAC’s off -axis placement in the SIRTF focal plane, there is a small amount of distortion over
the IRAC FOV.  The maximum distortion in each IRAC band is <3.5 pixels (compared to a perfectly
regular grid) over the full FOV.  The distortion will be modeled and verified with ground-based
measurements, but the final determination will t ake place during IOC.

Ghost images
The IRAC optical design has no focused ghost images on the detector.  The most significant ghost
images are internal reflections from the plane-parallel surfaces of the beamsplitters and filters.  These
elements produce out-of-focus ghost images (with a maximum intensity of <2×10-4 of the main image
peak) which are displaced slightly from the main image because the elements are tilted with respect to
the optical axis.  The beamsplitter ghosts (only present in channels 3 and 4) are displaced
approximately half the array width; the filter ghosts (present in all channels) are displaced roughly 30
pixels from the main image.  These ghost images will be stable and will be a characterizable part of
the instrumental PSF.

Polarization
The tilted elements within IRAC produce a small amount of instrumental polarization that can lead to
photometric errors when viewing polarized sources.  The instrumental polarization will be
characterized during ground testing at GSFC; the requirement is that the maximum polarization be
<5%, and characterized to 1%. The filter transmission for independent polarizations is shown as a
function of wavelength in Figure 6-5.

6.1.2.3 CHROMATIC ELEMENTS

The IRAC system throughput and optical performance is governed by a combination of the system
components, including the lenses, beamsplitters, filters, mirrors, and detectors.  The system
parameters are summarized in Table 6.2 and Figure 6-5. The system response is based on
measurements of the final in-flight system, including the beamsplitter, filter, ZnS & ZnSe coating
transmissions, mirror reflectance, BaF2 and MgF2 coating transmissions, and detector quantum
eff iciency.
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The system out-of-band blocking (more than 2.5 times the central wavelength of the band) is specified
to be 10-8 relative to the transmission at the center of the band.  If this level is achieved, it should
provide for out-of-band leaks that are less than the astronomical background at all l ocations for
sources of any temperature detectable in the IRAC bands.

Table 6.2. IRAC Channel characteristics

Channel

Effective
wavelength
(microns)

Center
wavelength
(microns)

Bandwidth
(microns)

Average
Transmission, ηI

Minimum
In-band

transmission
Peak

transmission
PSF FWHM

(arcsec)
1 3.561 3.58 0.750 (21%) 0.676 0.563 0.748 2.3
2 4.509 4.52 1.015 (23%) 0.731 0.540 0.859 2.3
3 5.693 5.72 1.425 (25%) 0.589 0.522 0.653 2.3
4 7.982 7.90 2.905 (36%) 0.556 0.450 0.637 2.3
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Figure 6-5. IRAC total system transmission, including optics and
detectors. For each IRAC channel, the curves are shown separately
for each polar ization; the average of both polar izations is shown as a
solid curve.
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6.1.3 Detectors

6.1.3.1 PHYSICAL CHARACTERISTICS

The IRAC detector arrays were developed by the Raytheon / Santa Barbara Research Center (SBRC)
in Goleta, CA, under contract to SAO (Hoffman et al. 1998, Proc. SPIE 3354, 24; Estrada et al. 1998,
Proc. SPIE 3354, 99).  Channels 1 and 2 use InSb arrays operating at ~15K, and channels 3 and 4 use
Si:As detectors operating at ~6K.  Both array types use the CRC744 CMOS readout circuit, and the
same physical pixel size of 30 microns. The arrays are anti-reflection coated with SiO (Channels 1, 2,
and 3) and ZnS (Channel 4).  The power dissipation for each array is <1mW.

Table 6.3. IRAC Detector characteristics

Channel and FPA Read noise
(Fowler 32)

Read noise
(Fowler 2)

Quantum
Efficiency (%)

Well Depth
(e-)

Radiometric
stabilit y (%)

Operabilit y
(%)

1 – FPA 48534/34 (UR) 10.8 15.3 87 140,000 1 99.97
2 – FPA 48975/66 (GSFC) 13.3 18.7 86 140,000 1 99.9
3 – FPA 30066/41 (ARC) 14.5 15.0 45 170,000 1 99.99
4 – FPA 30219/64 (ARC) 10.8 16.6 70 200,000 1 99.75

6.1.3.2 DETECTOR SENSITIVITY CALIBRATION

 Photometric linearity calibration
The detector linearity will be measured during ground testing and after launch. The two types of
linearity measurements to be performed include: measuring signal versus time for a fixed source, and
observing sources of different (known) brightnesses with the same integration time.  Both detector
types are nonlinear to some degree over their full output range, but have a sharp transition or a
steepening of the response rolloff near full well .  The linearity measurements are shown in Figure 6-6,
which shows signal rate (ADU/sec) versus signal (ADU).  For a perfectly linear system, the line
would be horizontal.
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Figure 6-6. Non-linear ity curves for the IRAC detectors.  There is a
steep dropoff at the full well .

Effects of overexposures
After observing a very bright source, a residual image will remain on the array in subsequent frames.
From laboratory testing, we have found that after taking a 30-sec frame on a very bright source, the
residual image in the next 30-sec frame has an amplitude (relative to full well ) of 0.6%, 1.1%, 2.1%,
and 3.7% in channels 1, 2, 3, and 4, respectively. The residual image decays and becomes
indistinguishable within 270 sec. The amplitude of the residual image does not scale with source
brightness; fainter sources that lightly saturate the array produced residual images of relatively lower
amplitude. In channels 1 and 2, a lightly saturating source did not produce a noticeable residual
image, and the amplitude in channels 3 and 4 were only 0.3% of full well . The expected saturation
levels for point sources are given in Table 6.11.

Pixel-to-pixel sensitivity variations
The gain of individual pixels on the array will differ due to intrinsic gain differences in the pixels
themselves or the output electronics gain, or due to variations in the light over the FOV transmitted by
the telescope and camera optics.  The former has a high spatial frequency component that is fairly
random, and in some cases some large-spatial-scale structure, such as a depressed region in the array
corner, is present. Images of the array responsivity are shown for each IRAC detector in Figure 6-7
through Figure 6-10.
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Figure 6-7. Quantum eff iciency image, channel 1. This image
includes the detector quantum eff iciency and the relative optics
transmission.

Figure 6-8. Same as Figure 6-7, for channel 2
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Figure 6-9. Same as Figure 6-7, for channel 3. The ar tifact near the
upper right corner is a fiber on the sur face of the arr ay. The 100
affected pixels will be masked.

Figure 6-10. Same as Figure 6-7, for channel 4.

Pixel masks
In each array there are pixels that are totally inoperable, or whose characteristics (QE, noise, dark
current) fall outside of the allowed range. This is represented by the Operabili ty column in Table 6.3.

Darks
The detector dark currents are generally insignificant compared to the sky background.  However,
there is a significant offset or bias (which can be positive or negative) in a dark frame, and therefore
must be subtracted from the observations.  Figure 6-11 through Figure 6-14 show dark frames
obtained with the flight arrays, using 200 second frames. The average dark current is 0.1, 0.28, 1, and
3.8 e-/s for channels 1, 2, 3, and 4, respectively.
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Figure 6-11. Dark current image, channel 1.

Figure 6-12. Same as Figure 6-11, channel 2.

Figure 6-13. Same as Figure 6-11, channel 3. The br ight region near
the lower right corner is due electronics near the edge of the ar ray.
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Figure 6-14. Same as Figure 6-13, channel 4.

Flats
Flats will be obtained from observations of the sky during the normal operation.  If the data are taken
with the proper dither pattern, it will be possible to relate the total response of each pixel with all
others.  Observations through the entire telescope and instrument are necessary to measure the total
system response.  Short-term fluctuations in the array response can be monitored using the internal
calibration subsystem.  This is possible since the transmission properties through the telescope should
be relatively constant.

Effects of cosmic rays
Cosmic rays will strike the IRAC detectors fairly regularly (about one per array per second), so
strategies to deal with them in the data reduction will have to be implemented.  Bright cosmic rays
may create residuals in subsequent frames (see §6.1.3.2).  Single cosmic rays should not permanently
affect a pixel’s responsivity, but multiple strikes over time and exposure to strong solar flare events
may lead to a degradation of the arrays. IRAC has the capabili ty to perform a detector anneal that
raises the temperature of the array temporarily to restore the pixels to their original condition. After an
anneal, which are anticipated only very infrequently (of order once per year), the detectors will be re-
calibrated by the SSC.

6.1.4 Electronics

6.1.4.1 HARDWARE

IRAC has no moving parts other than the shutter. The instrument takes data by staring at the sky and
sampling the arrays between resets. IRAC is capable of operating each of its four arrays
independently and/or simultaneously. All four arrays are used during normal, full -array operation.

Fowler sampling
Multiple (Fowler) sampling is used to reduce the effective read noise.  This mode of sampling
consists of taking N non-destructive reads immediately after the reset, and another N non-destructive
reads near the end of the integration. Differencing is performed in the IRAC electronics to generate
one integer value per pixel per exposure to store on the spacecraft and transmit to the ground.  The
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Fowler N used for an observation will depend on integration time and will be selected to maximize
the S/N, based on in-flight performance tests.

Exposure time and frame time
The relationship between the exposure time (Tex) and frame time is shown in Figure 6-15.  The
exposure time is defined as the time elapsed between the first pedestal sample and the first signal
sample.  The Fowler samples are taken consecutively at 0.2 second intervals in each group (pedestal
and signal samples).  The frame time (Tf - Ti) is the total time elapsed between resets which could
include multiple resets, “ throwaway” frames, and dead time before and after Fowler sampling.

Subarray mode
In subarray mode, only one corner, 32x32 pixels offset by 4 pixels from the edges, is read out from
one array. The subarray pixel size is the same as the full array pixel size (1.2”). Fowler sampling is
performed as in full array mode, but a set of 64 subarray images are generated and tiled into a single
256x256 image before data are sent from IRAC.

Calibration lamps
IRAC contains two types of internal calibration lamps. The transmission calibrator lamps are designed
to ill uminate all four arrays and provide an internal responsivity measurement. There are two
transmission calibrator spheres, each of which contains two lamp elements. To ill uminate the arrays,
the shutter is closed, a transmission lamp is turned on, and the light from that lamp bounces off a
mirror on the back of the shutter. The flood calibrators individually ill uminate each detector. The
flood calibrators can be controlled individually, and they can be used whether the shutter is open or
closed.
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6.1.4.2 FIRMWARE

The IRAC firmware controls the focal plane assemblies, calibration electronics, and warm electronics
boards. Apart from autonomous fault protection, the IRAC firmware responds only to commands sent
by the SIRTF Command & Data Handling (C&DH) computer. The C&DH sends setup commands to
configure the electronics, requests for each telemetry packet, and integration commands to generate
images. IRAC responds to each command with an acknowledgment. In the case of a command that
requests telemetry, the acknowledgment consists of the telemetry packet, which is sent on the low-
speed connection between IRAC and the C&DH.  There are two types of engineering data: special
engineering data, which are collected every 4 sec, and housekeeping data, which are collected every
30 seconds. Special engineering data are used for onboard communication between IRAC and the
C&DH, while housekeeping data are used on the ground to monitor instrument performance.
Housekeeping data are used to monitor instrument status. A command that generates images from the
arrays is acknowledged on the low-speed line, then when the frame is complete the “data-ready”
signal is set on the high-speed line, and the frames (together with their ancill ary data) are transferred
one at a time to the C&DH.

Autonomous fault protection ensures that none of the monitored voltages or currents enters into a red
limit . Fault protection is performed by a “watchdog” demon that is always running when the
instrument is on. The red limits are stored in IRAC memory. If a voltage in the focal plane assembly
goes into a red limit , IRAC will t urn off the affected focal plane array. (The individual pixel values
are not monitored, so a bright astronomical source should not trigger a red limit .) The command
sequences will continue to execute; therefore, it is possible for normal completion of an IRAC
observing campaign to occur with only 3 of the 4 arrays returning data. If a second focal plane
assembly has a telemetry datum go into a red limit , then IRAC will send the C&DH (via the special
engineering data on the low-speed line) a request to be turned off. If a telemetry point other than one
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Figure 6-15. Fowler sampling times for one pixel
(Fowler N=4).  The Pn (n=1,2,3,4) show the “ Pedestal”
readouts, and the Sn show the “ Signal” readouts.  Tex

is the effective exposure time, and T f – T i  is the
“ frame time,” or total time to obtain one IRAC image.
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affecting a single focal plane goes into a red limit , IRAC will also send the C&DH a request to be
turned off .

6.2 How to use IRAC

6.2.1 Performance of the Instrument

To estimate the sensitivity of IRAC in flight, we use the measured properties of SIRTF and IRAC as
available; otherwise we used the required performance based on the design specifications. The
sensitivity is based on the following formula:

( ) exFexex
ex

pix
DTRfBTBT

ST

N
+++= 22σ ,

where the scale factor

hR

AQ
S ITηη

= ,

the background current

pixSbg fSIB Ω= ,

and the effective exposure time

FFex NTT 2.0−= .

In these equations,
• the spectral resolving power λλ ∆= /R  is from Table 6.2;
• the detector quantum eff iciency Q is from Table 6.3;
• the instrumental throughput ηI is from Table 6.2;
• the telescope throughput ηT=[0.889, 0.902, 0.908, 0.914] for channels 1 to 4, respectively (with

Be primary, Al-coated secondary, and 500 angstroms ice contamination; see Ball Aerospace SER
S2447-OPT-028);

• the telescope area (including obstruction) A=4636 cm2;
• the equivalent number of noise pixels Npix is from Table 6.1 (and defined in Section 6.1.2.2);
• h is the Planck constant (h=662.5 if all quantities are in the units described here);
• Ibg is the background surface brightness in MJy/sr;
• fS=1.2 is the stray light contribution to the background
• the dark current D is given in Section 6.1.3.2;
• and the read noise is from Table 6.3.

Table 6.4 to Table 6.6 give, for the three background models, IbgfS in the first row, IbgfSΩpix in the
second row, and B in the third row. The low-background model applies near the ecliptic pole; the
high-background case is in the ecliptic plane; and the medium-background case is intermediate. The
background model includes contributions from emission and scattering from zodiacal dust and
emission from Galactic dust. The near-infrared cosmic infrared background radiation is not included
because it will be partially resolved by SIRTF.

The quantity fF is the flat-field pixel-to-pixel variance, which depends on the observing strategy. In
what follows, we will set fF=0, which would apply strictly in the case of stable detectors with perfect
flat-field measurements, and should apply practically for highly-dithered observations.
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Table 6.4. " Low" background model

3.6 µm 4.5 µm 5.8 µm 8 µm
Iν fS (MJy/sr) 0.09 0.32 1.7 6.6
Fν

BG (µJy) 3.1 11 56 220
B (elec/sec) 2.4 9.5 23 200

Table 6.5. " Medium" background model

3.6 µm 4.5 µm 5.8 µm 8 µm
Iν fS (MJy/sr) 0.15 0.44 2.3 9.3
Fν

BG (µJy) 5.1 15 79 320
B (elec/sec) 3.8 13 33 270

Table 6.6. " High" background model

3.6 µm 4.5 µm 5.8 µm 8 µm
Iν fS (MJy/sr) 0.52 1.0 5.6 22
Fν

BG (µJy) 18 35 190 750
B (elec/sec) 13 30 78 650

For the frame times used in IRAC operations in flight, the Table below gives the readout mode and
Fowler number. For full array readout mode, only the 12, 30, 100, and 200 sec frame times can be
chosen in the IRAC AOT; the 0.4 and 2 sec frame times comes as part of the “high dynamic range”
sequence. Long frame times at 8 µm are background limited. Therefore there is a maximum frame
time of 50 sec at 8 µm, and the “200 sec” and “100 sec” frames are automatically converted into 4 or
2 repeats of 50 sec frames.

Table 6.7. Fowler numbers for IRAC frames

Frame
Time

Readout
Mode

Fowler
Number

200 Full 32
100 Full 32
30 Full 32
12 Full 16
2 Full 2

0.4 Full 1
0.4 Subarray 32
0.1 Subarray 2
0.02 Subarray 1

Table 6.8 to Table 6.10 and Figure 6-16 to Figure 6-18 show the sensitivity for the four IRAC
channels for each of the three background models. These are sensitivities for point sources extracted
from single images (but perfectly flat-fielded) in the Tables, and they are for point sources extracted
from coadded images with various numbers of frames in the Figures. We do not include “confusion
noise” (due to overlapping images of distant galaxies) in the sensitivity estimates. The detectors are
assumed to perform according to the IRAC detector measurements of read noise, dark current, and
quantum eff iciency. The first 6 rows in each table show the sensitivity for full -array readouts, and the
last three rows show the sensitivity for subarray readouts. For diffuse emission, the surface brightness
sensitivity is 0.0074 MJy/sr times the point source sensitivity (µJy) per pixel.



72

Table 6.8. IRAC sensitivity, low background (1 σσ, µJy)

Frame
Time (sec) 3.6 µm 4.5 µm 5.8 µm 8 µm

200 0.63 1.04 3.45 4.84
100 1.04 1.60 5.09 6.84
30 2.91 3.88 11.31 13.22
12 7.75 8.58 22.51 22.31
2 a 49.92 53.83 96.43 67.95

0.4 a 732.54 786.54 1252.07 655.74
0.4 b 707.41 757.50 1742.58 643.84
0.1 b 998.33 1061.01 1801.61 950.16
0.02 b 14711.3

0
15775.0

5
25075.97 12874.8

9

Table 6.9. IRAC sensitivity, medium background (1 σσ, µJy)

Frame
Time (sec) 3.6 µm 4.5 µm 5.8 µm 8 µm

200 0.78 1.21 4.05 5.71
100 1.23 1.83 5.93 8.08
30 3.20 4.26 12.84 15.59
12 8.04 9.05 24.61 26.08
2 a 50.17 54.25 99.21 74.97

0.4 a 732.68 786.78 1253.81 661.84
0.4 b 707.78 758.11 1745.43 659.40
0.1 b 758.11 1061.44 1804.65 960.74
0.02 b 1745.73 15775.2

9
25077.72 12881.1

5

Table 6.10.  IRAC sensitivity, high background (1 σσ, µJy)

Frame
Time (sec) 3.6 µm 4.5 µm 5.8 µm 8 µm

200 1.39 1.82 6.17 8.75
100 2.07 2.68 8.95 12.38
30 4.60 5.77 18.53 23.83
12 9.70 11.07 32.93 39.40
2 a 51.76 56.27 111.69 102.06

0.4 a 733.56 787.91 1262.18 690.21
0.4 b 710.08 761.08 1760.87 729.18
0.1 b 1000.22 1063.56 1819.30 1009.76
0.02 b 14712.3

2
15776.4

2
25086.15 12911.0

3
a high-dynamic-range mode
bsubarray mode (single 32x32 image)
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Figure 6-16, Figure 6-17, and Figure 6-18 show the point source sensitivity as a function of
integration time for each background model. The “time” axes in the plots represent the frame time for
the images, which does not include time for moving the telescope; thus this axis is only appropriate
for a staring observation with multiple repeats. The IRAC full -array frame times are 0.4, 2, 12, 30,
100, and 200 seconds. Other times plotted below are assumed to use multiple exposures of those fixed
times.

Figure 6-16. IRAC point source sensitivity as a function of frame
time, for low background
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Figure 6-17. IRAC point source sensitivity as a function of frame
time, for medium background
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Figure 6-18. IRAC point source sensitivity as a function of frame
time, for high background.

The Table below shows the saturation limits of IRAC at each frame time. Use this table to determine
the dynamic range of an individual IRAC frame. If there are bright point sources (e.g. IRAS sources)
in your field of view, and you want to measure their fluxes as well as those of fainter sources, then
you can use the “high dynamic range” option. With this option, shorter frames will be taken in
addition to your specified frame time. The additional frame times will extend down to 0.4 sec,
allowing the maximum dynamic range.

Table 6.11. Maximum unsaturated point source (in mJy), as a
function of IRAC frame time

Frame Time (sec)
3.6 um 4.5 µm 5.8 µm 8.0 µm

200 3.0 2.6 6.6 16
100 6.2 5.4 14 16
30 25 22 55 30
12 66 58 148 80
2 365 318 813 444

0.4 2920 2540 6500 3560
0.1* 7300 6400 16260 8880
0.02* 58400 50800 130000 71200

*subarray mode
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6.2.2 Observing Time Estimation

Time estimation for the IRAC AOT is relatively straightforward. In addition to the software contained
in the SIRTF Planning Observations Tool (SPOT), it is possible to make quick estimates using the
following equation:

Equation 6-1:    T = Tslew + Nc * M * N * [ Nd * (Nr T f + Th + Ts)+ Ts’ ] ,

where
Tslew = time to slew to the target (180 sec flat slew tax),
Nc = number of map cycles,
M = number of rows,
N = number of columns,
Nd = number of dithers at each raster position,
Nr = number of repeats at each dither position,
Tf  = frame time (e.g. 12, 30, 100, or 200 sec for full array),
Th = time for additional high-dynamic range frames (8-20, sec depending on Tf),
Ts = slew time for a short slew between dither positions (approximately 10 sec), and
Ts

’ = slew time between raster positions (approximately 15 sec).

You may choose the combination of repeats and dithers that meets your desired sensitivity and
accuracy. We recommend that a given sky position is visited at least twice, in order to mitigate the
effect of cosmic rays and bad pixels. We also recommend that dithering be performed to mitigate the
effect of pixel-to-pixel gain differences. Both goals are accomplished by using a dither pattern with
Nd>3. Cosmic ray rejection alone is accomplished by using Nr>2. It is also possible to accomplish
both goals by making a raster with spacing between rows or columns that is ½ array or less. Taking
into account possible subtle time-variations of the pixel-to-pixel gain variations, we recommend that
sensitive, background-limited maps be made using either as many dithers as possible, or a fine grid
combined with the cycling dither pattern. Shallow, read-noise-limited observations, or specially
designed rasters designed to identify phenomena with a certain time-dependence (such as asteroid
motion) may be best done with combinations of small dither patterns and small steps. Some specific
examples are given in the Cookbook (Section 6.2.4).

6.2.3 Astronomical Observation Template (AOT) Description

The IRAC AOT consists of an (optional) dither pattern superposed on an (optional) rectangular-grid
raster, with internal calibrations interspersed. In this section, we describe the manner in which an
IRAC AOT is specified by an observer, and the activities that the spacecraft will perform when the
specified AOR is executed. Figure 6-19 shows an example of an IRAC AOT dialog box in SPOT.
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Figure 6-19. IRAC AOT dialog in SPOT

6.2.3.1 READOUT MODES AND FRAME TIMES

In full -array readout mode, there are 4 selectable frame times: 12, 30, 100, and 200 sec. You should
select the frame time that will allow you to reach your target sensitivity while allowing for rejection
of cosmic rays, after accumulating all repeat observations of the same piece of sky (by frame repeats,
dithers, map overlaps, and map cycles). The cosmic ray rate is expected to be of order one per array
per second, and the mean interval between successive cosmic rays in the same pixel is 18 hr.
Therefore, cosmic ray rejection can probably be accomplished with as few as 2 observations of the
same sky pixel.
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It is possible that bright sources will saturate the array at the frame time you choose to meet your
sensitivity goal. To allow sensitive observations without losing dynamic range, we provide a “high
dynamic range” option. When this option is selected, the IRAC AOT will t ake extra frames, with
frame times shorter than your selected frame time. You can use the shorter frames to measure the
brightness of the brighter sources. The high dynamic range frame sets have not yet been optimized, as
of the time of writing; they depend on the data transfer rate between IRAC and the C&DH and the
data throughput rate within IRAC. If you elect to perform “repeats,” then the entire frame set is not
repeated, only the longest frame time is repeated. However, if you elect to perform dithers, then the
entire frame set is repeated at each dither position.

For very bright sources, which would saturate the array in full -array readout mode, you can select
subarray mode. In this mode, only a small 32×32 pixel portion of the array is read out, so the field of
view is only 38×38 arcsec. Further, only one array is read out at a time, and the telescope must be
repositioned for each detector’s subarray region to be pointed at the same piece of sky. Mapping is not
allowed in subarray mode. Therefore, use subarray mode only for observations of single, very bright
targets. In subarray readout mode, there are 3 selectable frame times: 0.02, 0.1, and 0.4 sec. The array
is read out 64 times in succession, so that each time a frame is commanded in subarray mode a 64
32x32 pixel imges are generated. That means that the duration of a single repeat at the 3 subarray
frame times is 1.28, 6.4, or 25.6 sec, respectively.

6.2.3.2 MAP GRID DEFINITION

If you select the “No mapping,” then your map grid will consist of a single position at the coordinates
specified in the Target section of the AOT. (Dithering can still be applied even if the “No mapping”
option is selected.)

Figure 6-20. Map gr id dialog box in SPOT

If you select “Mapping mode,” then you will be presented with a dialog box, shown in Figure 6-20,
wherein you specify the rectangular map grid. This grid may be specified in either “array” or
“celestial” coordinates. If you choose array coordinates, then the map grid will be aligned with the
edges of the array, such that the map rows and columns will correspond to rows and columns of the
array. If you select celestial coordinates, then the rows and columns will correspond to J2000 right
ascension and declination. You may specify a position angle, degrees E of N, to orient the raster in
equatorial coordinates. This option can be useful for regions whose shape is clearly defined on the
sky. This option also allows two separate AOTs, both in celestial coordinates, to have a fully specified
location of map grids such that they can be made adjacent to one another.
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The advantage of mapping in array coordinates is that the sky coverage can be custom-tailored,
independent of the date when the observation is scheduled. In general, we do not recommend using
celestial map grids. A celestial map grid can yield highly non-uniform coverage (including gaps),
unless the individual pointings are spaced closely together. There are cases where a celestial grid is
preferred, specifically for mapping a highly elongated region. We recommend that all observers
considering a celestial grid inspect their survey coverage for a range of possible spacecraft roll angles.
The roll angle can be obtained in the Target Entry/ Visibili ty section of SPOT, by choosing an
observing date when the target is visible. The roll angle is essentially fixed if the source has absolute
ecliptic latitude smaller than 10o  (where the total roll angle variation as a function of observing date is
less than 8o). Figure 6-21 shows two examples of 3x3 map grids, one in array coordinates and the
other in celestial coordinates. For the celestial grid, the spacecraft roll at the time of observation had a
position angle of 30o east of north. Not only are there large gaps in the celestial grid, but the coverage
is non-uniform in the observed region as well . To eliminate the gaps, you could tighten the spacing of
the map grid positions (sacrificing some area covered or some dithering), or you could fix the date of
the observation such that the roll angle will be equal to your desired celestial position angle. But be
aware that away from the ecliptic poles, not all position angles are available over all positions on the
sky.

Figure 6-21. Simulated IRAC coverage for a map in arr ay
coordinates (left) and celestial coordinates (r ight).

For large maps, which take more than the 6-hour maximum duration, you will have to break the
project into multiple AORs. If your map grid is oriented in array coordinates, then you will not know
the boundaries of each AOR precisely, unless you specify the observing date. Therefore, it is diff icult
to plan large observations. The SSC has decided to implement an improvement to the IRAC AOT that
is not reflected in the Legacy release software (SPOT). This improvement will allow observers to
specify an offset of the map center, in array coordinates. An example of how to use the map center
offsets is given in the Cookbook section below. In general, to calculate observing times for a large
map, generate an AOR that covers a fundamental “ tile” for your project, and multiply the observing
time of that tile by the number of tiles needed to cover your desired area. Allow for some overlap
between tiles, both for calibration and for inefficiencies in the way tiles mesh together.

6.2.3.3 SELECTING IRAC FIELD OF VIEW

As described above, the four IRAC arrays are fed by two entrance apertures, which are located one
above the other in the focal plane with a gap of about 1.5 arcmin. For subarray mode, there are 4
separate fields of view, corresponding to the subarray section of each of the 4 arrays. The subarray
sections of the arrays sharing the same entrance aperture do not cover the same piece of sky, due to an
extra reflection. In full -array mode, you select one or both fields of view. In subarray mode, you
select one or more of the 4 subarray fields of view, and the dither pattern will be performed with each
of the selected fields of view pointed at the target.

When making an IRAC map (only allowed in full array readout mode), you can use the field of view
checkboxes to control the way the IRAC AOT performs the map. Whatever your selection, data will
be collected with all 4 arrays, and the same sky will always be covered by a pair of arrays sharing an
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entrance aperture. If you select the 3.6/5.8 µm field of view as primary, then your specified map will
be performed with the 3.6/5.8 µm field of view. A nearby portion of sky (significantly overlapping for
large maps) will be covered with the other, 4.5/8 µm field of view. This is ill ustrated in Figure 6-22,
where the sky coverage of a 3 column by 5 row map is shown. If you select the 3.6/5.8 field of view,
the target position will be centered in the left-hand panel. The serendipitous sky coverage by the 4.5/8
field of view is shown in the center panel, and the sky covered by both fields of view is shown in the
right-hand panel.

Figure 6-22. Schematic diagram of sky covered by the two IRAC
fields of view dur ing a 3x5 map. On the left is the sky covered by the
3.6/5.8 field of view; in the middle is the sky covered by the 4.5/8 field
of view; and on the right is the sky covered by both fields of view. In
the left and center panels, the greyscale indicates the coverage depth,
while the right-hand panel is white (when both fields of view cover
the sky) or black.

Selecting both fields of view will change the way the IRAC AOT is expanded, but it does not
guarantee that the same sky is covered at all 4 wavelengths. If you have selected a “celestial
coordinates” map, the AOT performs your map grid, once with the 3.6/5.8 field of view centered on
each map grid position, then again with the 4.5/8 field of view centered on each map grid position.
This may lead to significant redundancy (and cost in observing time) for large maps. You may prefer
to choose a single field of view as your primary field of view, and make your celestial map grid large
enough that both fields of view will cover your desired area, regardless of the scheduled date of
observation.

If you have selected “array coordinates” and “both” fields of view, then the only special action that
will be taken by the AOT is to center the map on the point directly between the two IRAC fields of
view. Therefore, if you want the same area, you will have to increase the number of rows in the map.
For example, suppose that you want to cover an area with a diameter of D, and you want the spacing
between map grid positions to be  δ. The number of columns in your map is just 1+[(D-A)/δ]. One
IRAC field of view size has A=5.12’ and the gap between the two fields of view is G=1.5’ . The
number of rows required to cover this area with both fields of view is therefore 1+(D+G)/δ. (Of
course, you should round the number of rows and columns UP for any fraction, or else some area at
the top and bottom of the desired region will not be covered by all 4 arrays.) If your region has
diameter 12’ and you are using a 280” map grid spacing, then your map should have 3 columns and 4
rows. Looking again at Figure 6-22, if you were to select a 3x4 map with both fields of view, this
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figure shows the coverage, and the target would be centered in the right-hand panel (which shows the
region covered by both fields of view).

There are special cases for which observers should be careful with their choice of f ield of view. For
example, if you want to make a sparse map, with spacing greater than the array size (δ>A), then each
of the 3 choices of f ield-of-view (3.6/5.8, 5.8/8, or both) will yield a significantly different map. To
make a sparse map with both fields of view, ensuring that all 4 arrays cover the exact same sky, you
should split the observation into 2 AORs, one per field of view. Also, for a very small map (δ*M~A,
where M is the number of rows), be sure to make the map large enough that both fields of view will
cover the target. If the number of extra rows required using the equations above is excessive, you may
prefer to create 2 AORs, one per field of view.

6.2.3.4 DITHER PATTERN

Dithering is performed in order to ameliorate pattern noise in your images due to pixel-to-pixel gain
variations. Different dither patterns are available for full array and subarray readout mode, because
the angular scale of the regions covered is different. For full array readout mode, there is a selection
of two types of pattern. Fixed patterns are performed, identically, at each map grid position. Their
repeatabili ty leads to uniform sky coverage. The cycling pattern is a set of dither positions, a different
subset of which is performed at each map grid position. The large range of relative offsets contained
in this pattern can allow for an accurate flat-field even though a small number of dithers is performed
at each map grid position.
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Figure 6-23. IRAC Dither patterns

Figure 6-23 shows the IRAC dither patterns. There are 6 patterns for full -array readout mode and 2
patterns for subarray readout mode. For full array readout, the fixed patterns are four Reuleaux
triangles and a small Gaussian pattern. For all patterns, a scale factor may be applied to each dither
pattern. The offsets in the table are in units of pixels (each 1.2”), and the three scale factors are small
(0.25), medium (0.5), and large (1, default). Small values of the scale factor can be used to tighten the
dither and eliminate large dither steps. This may allow more accuracy on small angular scales. The
dither patterns were optimized such that they allow the best separation of the flat-field from the true
sky in a least squares sense, using a figure of merit derived by Arendt, Fixsen, and Moseley
(“Dithering Strategies for Efficient Self-Calibration of Imaging Arrays,” Astrophysical Journal, vol
536; in press; astro-ph/0002258). The IRAC dither patterns are subject to change. At the time of
writing, we anticipate the following updates. First, the dither patterns will li kely be scaled down by a
factor of approximately 2, by changing the small , medium, and large factors to 0.125, 0.25, and 0.5,
respectively; this change is based on preliminary feedback from observers, suggesting that few would
be willi ng to accept the larger dither steps. Second, the dither patterns will li kely be adjusted such that
the overall patterns are maintained, but sub-pixel dithering is superposed; this change would enable
sub-pixel sampling and, ultimately, super-resolved imaging. Both changes are under study.

The cycling dither pattern for full array readout mode is shown in panel (f) of Figure 6-23 The cycling
dither table contains 101 different dithers, drawn at random from a gaussian-normal distribution. To
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use this pattern, you specify the number of dithers to perform at each map grid position, as well as the
starting point in the cycling dither table. You may specify a single dither at each map grid position.
This will result in a single observation at each map grid position, but the location of that observation
will be slightly shifted from the rectangular grid. Such a “fuzzy” grid should allow a better flat-field
determination and prevent jail -bar pattern noise in the resulting mosaic. The cycling dither table will
wrap around once the final (101st) element is reached. If you select a starting point of 97 and you
select 3 dithers per map grid position, then the first map grid position will be observed with dither
offsets 97-99 in the cycling dither pattern, and the second map grid position will be observed with
dither offsets 100, 101, and 1 in the cycling dither pattern.

Figure 6-24. Dither pattern dialog box in SPOT

Figure 6-24 shows the dither pattern dialog box in SPOT. In addition to selecting your dither pattern,
you also select a scale factor for the pattern. This scale factor is either 1, ½, or ¼ (for large, medium,
and small , respectively), and it multiplies the dither offsets. The patterns shown in Figure 6-23 are in
pixels, before multiplication, so they apply to the “large” scale factor.

6.2.4 Astronomical Observation Template (AOT) Cook Book

In this section, we present some completely worked examples of IRAC observations.

6.2.4.1 SHALLOW SURVEY

The goal of a shallow survey is to cover sky rapidly, while maintaining some redundancy in order to
reject cosmic rays and reduce effects of pixel-to-pixel gain variations. For this survey, we request
coverage of our target region with all 4 IRAC bands. The survey will be conducted with a rectangular
grid, with the grid steps aligned with the focal plane array in order to make coverage uniform. We will
step by about 95% of the array width for each grid step; specifically we will use a step size of
292.8”=244 pixels. At each map grid point we will observe 3 dither positions using the cycling dither
table. Because we used only a small overlap between map grid positions, we want to constrain the
dithers to keep the coverage as uniform as possible, using a medium dither pattern scale factor. The
frame time at each position is 30 sec.

The survey rate can be calculated using Equation 6-1. At each dither position we spend 30 sec taking
data, then we make a slew of 10 sec. Each command (frame or slew) has a 1 sec overhead. Thus the
time per dither is 43 sec, and the time per map grid position is 129 sec. We need to add the 180 sec



84

flat tax for the initial slew to the target. We can make an 11x11 map grid, covering 0.57 deg2, in 4.5
hours. Except for the small overlap regions between map grid positions and a crust at the edge of the
map, the observing time per sky pixel is 3x30 seconds. Using the sensitivity tables above, assuming
medium background and a perfect flat-field, the 5-σ point source sensitivity is 9.2 µJy at 3.6 µm and
45 µJy at 8 µm. If the flat-field is only good to 1% pixel-to-pixel, which is conservative, then the
sensitivity at 8 µm becomes 58 µJy.

The observation described here could be used as a “tile” for a survey of a larger area. Suppose you
want approximately 9 times the area, so that your survey region could be broken into a 3x3 set of
these “tiles.” The entire observation could not be done in a single AOR, because it would take longer
than the 6 hr maximum duration of an AOR. To implement this large survey, you would generate 9
identical AORs and constrain them to occur within a reasonably short period of time (in order to keep
the relative roll angle between the AORs small ). Further, you would specify offsets for the center of
each AOR. The specification of the map center offsets has not yet been implemented in SPOT, so you
cannot specify it fully using the Legacy release software. However, you can propose to use these
offsets. Once available, you would specify, in addition to the AOR parameters already described, the
array coordinate offsets for each AOR that would place them onto the desired grid. Thus if the two
array coordinate axes are called (Y,Z) and the desired spacing between map grids is G, then the map
center offsets would be (G,G), (G,0), (G,-G), (0,G), (0,0), (0,-G), (-G,G), (-G,0), (-G,-G) for the nine
AORs, respectively. Using the constraints editor, you would constrain that the observations all occur
within a reasonable time (typically <1 week) of each other, but you would not have to specify the
exact date.

6.2.4.2 DEEP IMAGE

Suppose we want to make a sensitive image at 8 microns of an object that is less than 4’ in size. In
this case, we will not map, but instead will perform many dither steps in order to minimize the effect
of pixel-to-pixel gain variations. For this example, we will use the 36-position Reuleaux triangle
dither pattern and 100 sec frames. At each dither position we take 115 sec, so the entire AOR takes
1.2 hr. The 5-σ point source sensitivity is 6.7 µJy at 8 µm, and the per-pixel surface brightness
sensitivity is 0.05 MJy/sr at 8µm.  The same field will also be observed at 4.5 µm, and a neighboring
field (not overlapping with the target field) will be observed at 3.6 and 5.8 µm.

6.2.4.3 IMAGING AN ELONGATED OBJECT

Now let’s make an image of an elongated object, the edge-on spiral galaxy NGC 891. The galaxy has
an optical size of 13.5 by 2.5 arcmin, and we want to cover about 17 arcmin with both fields of view.
The galaxy is very bright, so we need to use a short frame time (12 sec will work) to avoid saturating
or operating exclusively at the high end of the linearity curve. To get the desired sensitivity and
source confirmation, we need 5 repeats. In this example, we will perform the observation two
different ways, to compare the results.

Array coordinates
In order to cover the desired area regardless of schedule date, we will need to make the map much
larger than the galaxy size. Using the equations above, to cover 17 arcmin we need 4 columns and 5
rows. We select both fields of view to center the image on the nucleus. The duration of the
observation is approximately [(12+3+10)*5+15]*4*5+180=2980 sec. The sky coverage is similar to
that ill ustrated in Figure 6-22, with the position angle of NGC 891 within the figure depending on the
scheduled date. It is possible to make a smaller map, tailored to the size of the target, if we fix the
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observing date. For a very large observation, fixing the date may be the best solution. But for a small
observation such as this one, a better solution is given in the next subsection.

Celestial coordinates
Another way to observe NGC 891, that is eff icient and independent of scheduling constraints, is to
observe a map grid in celestial coordinates. To get the desired depth of coverage at each position, we
could use many different options, but there is one method that will optimize the sky coverage and
provide the desired redundancy with minimal overhead. We make a finely-spaced map grid that
avoids holes due to the (unknown a priori) roll angle on the scheduled date and yields the desired 5-
times depth of coverage. To do this, we use a map grid spacing of A/5=61.4 arcsec. The number of
columns is 13. We select the cycling dither pattern with a depth of one. Making a 13 by 1 map in
celestial coordinates covers the desired long axis of the galaxy, but the perpendicular coverage with
the desired depth is only for a relatively narrow strip about the same size as the optical disk.

Figure 6-25. Sky coverage for an oversampled, celestial-coordinate
map of an edge-on galaxy. The map was made with a position angle
30 degrees E of N. The scale bar gives the coverage depth.

Therefore, we add 1 extra row to the map and make a 13 by 2 celestial-coordinate map. Figure 6-25
shows the sky coverage for this observation. Since both fields of view were selected, the map will be
performed twice, with the galaxy centered in first in the 3.6/5.8 field of view and then in the 4.5/8
field of view. In Figure 6-25, there are two bands of sky coverage: the upper band is the sky covered
in the first map pass by the 3.6/5.8 field of view; the lower band is the “serendipitous” sky covered by
the 3.6/5.8 field of view during the second map pass. Using Equation 6-1 (or SPOT), the duration of
the observation is approximately 1500 sec, even with both fields of view selected. This is significantly
less than in the array-coordinate map. The savings are entirely due to the celestial coordinate map
covering a smaller area, custom-tailored to the desired object size. For this example observation, the
celestial-coordinate map is preferred.
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6.3 DATA

6.3.1 Instrument Calibrations

Routine calibration of IRAC is performed by the SSC, using observations of standard stars and other
astronomical objects, and the IRAC internal calibration subsystem.  Also, additional diagnostic data
may be taken at various times to perform certain calibration operations.  The data obtained in these
observations will be used to construct the necessary calibration inputs to the pipeline for the IRAC
data processing for normal observations.  The raw calibration data files, as well as the pipeline inputs,
will be available to the general user in the SIRTF archive maintained by the SSC.

6.3.1.1 ASTRONOMICAL FLUX STANDARDS

A number of astronomical standard stars will be observed to obtain an absolute flux calibration. Stars
with a range of spectral indices and fluxes will be selected, and they will be observed at a number of
positions across the array and many times throughout the mission to monitor any changes that may
occur.  At least some of these standards should be in the SIRTF continuous viewing zone so they can
be monitored throughout the mission.  Some should also be standards that have been well -studied
from the ground.

The planned calibration strategy is for all IRAC observations to be referenced to a single standard.
The advantage of this method is that if the absolute calibration of that source is updated at some future
time, then the calibration of the full set of IRAC observations can easily be updated as well , as
opposed to using difference sources for sets of IRAC observations depending on the time of the
observation and the availabili ty of standards.  This single standard would not necessarily need to be in
the continuous viewing zone, but could be referenced to a set of secondary standards.

6.3.1.2 SKY FLATS

To get the most accurate measure of the full system gain, including the effects of the telescope and the
IRAC pickoff mirrors, one must use observations of the sky or IR sources.  One possibili ty is to use
extended IR sources of reasonable brightness and uniformity, and do a large number of offsets so that
the same region of sky is observed with many different parts of the array.  The relative gain of each
pixel can then be related to all others.  Different regions of the sky may have to be used to obtain flats
at the various integration times to be calibrated.

The current baseline calibration plan also assumes that for the deep survey observations and other
data sets with a large number of frames with good dithering strategy, the system gain will be
determined by the actual survey frames themselves, rather than performing a small set of observations
of some other part of the sky.  The dither and mapping pattern need to be specified to optimally relate
each pixel in the array to all the others, as well as mapping out the region at the required sensitivity.

6.3.1.3 DISTORTION AND PSF MAP

The PSF over the FOV in each of the four bands will be characterized, and the optical distortion will
be measured.  This will be done by observing an open star cluster for which we have good ground-
based astrometry.  These parameters have been measured during ground-based tests of IRAC, but the
IOC observations will provide the most accurate measurement.  The positions of both FOVs will also
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be determined relative to the PCRS and other science instrument FOVs.  These parameters may be
monitored occasionally throughout the mission, but should be relatively stable once the telescope and
spacecraft reach their equili brium state.

6.3.1.4 CALIBRATIONS FOR NORMAL OBSERVATIONS

The current baseline is that calibration observations will be performed at specific intervals as
required, rather than having specific calibration observations for each individual data set.  For
example, every 12 hours the full standard calibration data set would be obtained, which would include
observations of the internal calibrators and dark frames, and one or more standard stars.  Other
calibration operations may occur more frequently, such as taking a small number of dark frames and
internal calibration sources once per hour.

Transmission, Food Calibrator
Observations of the internal calibration sources are taken to monitor the performance of the arrays.
Small changes of the calibration sources themselves are expected over the mission li fetime, and these
can be measured by comparison to astronomical standards. However, the internal sources provide a
convenient way to uniformly ill uminate the entire array to check on the health and status of all the
pixels at once, and to monitor their relative gain.

Celestial Calibrators
Astronomical standards are observed to monitor the total system response in each of the four bands.
Several standards are observed, of different brightness and colors, and at several positions on the
array.  The set of calibration stars can be internally compared to monitor possible variabili ty in the
stars themselves.  A subset of these stars is in the continuous viewing zone so they can be observed at
any time necessary.  The baseline plan calls for using optically selected K0-M0III calibration stars for
which spectral templates exist and accurate absolutely calibrated fluxes in the IRAC bands can be
determined.

Celestial Flat Field
Observations to produce a flat field from sky images will be made during IOC and periodically during
the mission. For large-area deep surveys, a flat field can be produced from the observations of the
field itself (see §6.3.1.2).  For other observations, such as for example a large number of compact
objects with only a few dither positions, the required redundancy for determining the flat field may
not be achieved, and a separate set of observations may have to be obtained. The celestial flat field
observations (which sample the low spatial frequency variations across the field) would be used in
conjuction with the transmission and flood calibrator measurements (which sample high spatial
frequency relative responsivities) to determine the flat field to be used in the reduction of science
data.

Dark Current
Images will be taken with the shutter closed and calibration sources off to obtain darks.  If necessary,
these will be obtained for all sets of integration times / Fowler N used for a particular block of
observations.  If needed, these could be obtained quickly at more frequent intervals (e.g., once per
hour) than the other calibration observations are performed.  The darks are likely to be very stable and
not change significantly from one set of observations to the next, provided the electronics and array
temperatures are stable.
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6.3.2 Data Products

The exact details of the data products that the SSC will supply have not been finalized at the time of
this writing. The following general description should provide the observer with an understanding of
the basic data products they can expect to receive from the SSC.  More detailed information will be
forthcoming in future versions of this document and supplementary documents.

IRAC data will be supplied as standard FITS files. Each file will consist of a single data collection
event (i.e., a single exposure), and will contain one image corresponding to one of the four IRAC
arrays (the exception being Browse Quali ty Data, explained below). The FITS headers will be
populated with keywords including (but not limited to) physical sky coordinates and dimensions, a
photometric solution, details of the instrument and spacecraft including telemetry when the data were
taken, and the steps taken during  pipeline processing. There are three primary image data types which
will be supplied for each AOR:

6.3.2.1  RAW DATA

These data will be wholly unprocessed except for those steps necessary to render them into a readable
FITS format, i.e. depacketization and decompression. This is the form in which data enters the IRAC
pipeline. Most observers are unlikely to use these data beyond sanity checking of the pipeline data
products. It is, however, supplied in the event that observers wish to reprocess their IRAC data
differently than the SSC pipeline. By comparison to ground-based astronomy, these are the raw data
one gets from a camera and writes to disk while observing at the telescope. The raw data will consist
of 16-bit integer  FITS files. The headers will be populated with all of the ancill ary science telemetry
keywords.

6.3.2.2 BASIC CALIBRATED DATA, OR BCD
These are exposure-level data after having passed through the IRAC pipeline. There will be one BCD
for  each  integration taken by IRAC. Instrumental signatures will have been removed (as described in
Section 6.3.3.2), and they will be absolutely calibrated into physical units (i.e. MJy/sr=10-17 erg s-1

cm-2 Hz-1 sr--1). The relative photometric accuracy should be good to 10% early in the mission.
Continuing the analogy with ground-based observing, these are data that have been reduced, but not
yet combined into a final image. This is the primary science data product produced by the SSC.

The pointing solution based on the spacecraft pointing system will be supplied in the headers, and will
be accurate to 1.4 arcseconds. There is no position refinement based on observed objects in the field –
only the spacecraft pointing is supplied.

Several ancill ary files will be supplied with each BCD (see Table 6.12). These ancill ary files will
contain several types of information regarding each pixel in each image. An image containing the
uncertainty for each pixel will be supplied. A cosmic ray image will contain the probabili ty that any
given pixel has been affected by a radiation hit. A mask image will contain status bits indicating
whether or not the linearity solution could be applied, if a pixel is saturated, dead, hot (always on), or
abnormally noisy. A weight image will be supplied with each BCD file which will enable easy
combination of the images with the best S/N by weighting the individual pixels according to their
known properties. There will also be log files supplied, and from these and the header keywords the
entire pedigree of every data product can be derived.
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Table 6.12. Basic Calibrated Data products

Data Contents
BCD Basic Calibrated Data - dark-subtracted, linearized, flat-fielded,

and flux-calibrated among other things (see section 6.3.3.2)
Raw 16-bit unreduced array data
Pmask data quali ty flag image for calibration images associated with

the given science DCE
Dmask data quali ty flag image for the given science DCE
Latent Image Latent image mask and probable strength
Cosmic Ray Probabili ty of cosmic ray event for a given pixel
Flat Flat-field divided into raw data to make BCD
Dark Dark-current image subtracted from raw data to make BCD

All of the data and ancill ary files will be in FITS format, containing a header with keywords and their
values followed by a binary image, except certain log files that will be in simple ASCII format. The
standard FITS header keywords will all be present so that essentially any FITS file reader will be able
to read the files, and all images will be 256x256 pixels. Observers should expect to receive a data
volume approximately 3.5 Mbytes per frame as their BCD, including ancill ary files as described in
Table 6.12. This includes six 32-bit images that are intermediate forms of the image, three 16-bit
mask images, and four 32-bit calibration files.

6.3.2.3 BROWSE QUALITY DATA, OR BQD
To facilit ate quick quality inspection of the data, a “browse quali ty” mosaic will be created using all
of the BCDs for an AOR. It has not been reduced at a level commensurate with serious scientific
study. This is equivalent to a quick mosaic one might make while at the telescope.

6.3.2.4 CALIBRATION FILES

For each BCD, the pipeline calibration server will generate several estimates of the current detector
characteristics. These will be a map of the pixel-to-pixel response variation (flat-field), an estimate of
the dark current, and a linearity solution. These calibration files will be supplied to the observer.
Observers will also be able to request remotely the raw calibration files (or any other calibration files)
that were used to generate the pipeline calibration files via a web-based calibration server. The
photometric calibrators will not be supplied as a matter of course, but will also be available via the
calibration server.

6.3.2.5 EXTENDED PIPELINE PRODUCTS

The final data products for an IRAC observation will consist of source lists and an image. The exact
details of these data products are still being defined; what follows is our current conception. For each
AOR that makes a map, the individual frames will be combined into a mosaic after the background
levels are adjusted using over lap regions and the images registered to one another using the overlap
regions. The background matching and registration will only work for AORs with suff icient overlap
regions. Lists of the 10σ sources at each wavelength will be derived, and the source lists will be band
merged into a single catalog with an attempt to identify moving objects. The photometric accuracy of
source fluxes will be good to 10%, and the coordinates accurate to better than 1.4” . The relative
calibration of source fluxes from one IRAC band to another will be better than 10% and will be
limited mostly by the accuracy of source flux extraction (for faint sources, <10%) and linearity
correction (for bright sources, <5%). Extended emission will be preserved in the images, including the
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zodiacal background and interstellar cirrus. We will not attempt to improve (relative to the BCD) the
point source or extended emission calibration, or the astrometry, by automatically comparing to a
reference source catalog. The mosaic will i nclude data from a single AOR, so that observers who
break their map into multiple AORs (for example those whose maps cannot be completed within the 6
hour time limit of an IRAC AOR, or those who are making multiple-epoch observations) will need to
combined them to obtain their ultimate images.

6.3.3 Data Processing

6.3.3.1 OVERVIEW

The data pipeline design has not been finalized at the time of this writing, which should not be
surprising considering that the instrument has not yet been delivered. The following is a description of
the anticipated architecture of the IRAC pipeline. Additions may be made to the data pipeline as
indicated by the results of instrument testing in the lab and during IOC. The algorithms in the IRAC
data pipeline are being developed by the instrument science team at SAO, with input from the SSC,
and they are being implemented by the SSC.

The data pipeline consists of two major layers. The lowest layer is a series of separate software
modules, which together carry out the specific processes needed to prepare the raw data, remove
instrumental signatures, and calibrate the data into physical units. Each module is a standalone
program executable from the UNIX command-line that takes one or many FITS images, along with
parameters, as input, and creates a FITS image and ancill ary data such as log files as output. Most or
all of the modules used to create mosaic images from the BCD will be made available for export.

Controlli ng the logical flow of data through the pipeline is a program known as the calibration server,
which is the upper layer of the pipeline. Due to the complexity of the calibration server and its
inextricable link to the SIRTF Operations DataBase it cannot be made available for export. The
calibration server is primarily responsible for determining how to construct the appropriate calibration
frames for any DCE. As each science DCE arrives, the calibration server constructs an appropriate
sequence of reduction steps in the form of a script, which chains together the pipeline modules. For
each DCE, it also generates the best current estimates of the calibration frames. The script that carries
out the data reduction will be archived and will allow complete tracking of the data reduction. This
reduction is carried out three times: once when the DCE arrives, once several days after the DCE is
taken, and finally several days after the end of the observing campaign. In this manner the calibration
will be progressively refined as the baseline for tracking long-term effects in the detectors increases.
Calibration DCEs, such as dark current and flat-field measurements that are generated as part of the
routine or special calibration observation programs, flow through a parallel calibration pipeline under
the control of the calibration server. These produce archived catalog calibration products, which are
the raw material from which the calibration server builds the calibrations frames for the science
DCEs. As noted above, observers do not receive the catalog calibration frames, they receive the
processed calibration frames. It will be possible for observers to query the calibration server
themselves via a web interface in order to have alternative calibration files constructed and delivered.

6.3.3.2 SCIENCE DCE PROCESSING

The following is an explanation of the steps taken by the IRAC data pipeline:
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1) The 16-bit integer FITS images are received and then rectified so that increasing flux produces
increasing DN (which is not the case for the IRAC InSb arrays). Several computed keywords (such as
exposure time) are added to the images at this time.

2) The 16-bit integer FITS images are converted to 32-bit floating-point FITS images.

3) Detector wraparound is detected and corrected. IRAC can generate negative flux numbers as a
result of Fowler sampling. Although IRAC uses a signed 24-bit internal data representation, it only
sends unsigned 16-bit integer data and in the process of doing so discards the sign bit. The wrap
detection module uses the knowledge that very high DN values exceed the full -well capacity of the
detector, and hence they are actually wrapped negatives. Fowler number, barrel-shift, and gain have
been chosen such that the entire full -well capacity of the detectors can be represented by 16 bits.

4) The raw data units are renormalized to account for IRAC Fowler sampling and bit-shifting.
Observers need not take Fowler sampling into account when reducing their data.

5) Bad pixels are masked using tables generated previously from ground and on-orbit calibration.
Observers should be aware that they need to check the data quali ty and weight files in order to not
interpret bad pixels as real data.

6) Due to the design of the IRAC electronics, there is a maximum rate at which they can react to
changes in pixel intensity during readout. Thus, it is not possible to go from full to zero pixel intensity
between two adjacent pixels in a single readout channel (equivalent to "pixel latency"). This artifact
appears like a decaying  ghost following a bright pixel, along the fast readout channel, which is
horizontal in the IRAC images. This bandwidth limitation is corrected based on measurements of the
detector bandwidth in each readout channel during ground testing.

7) Multiplexer-bleeding is corrected. Some of the arrays exhibit an effect similar to the electronic
bandwidth artifact known as "mux-bleed." However, it has a different characteristic curve and is
corrected via a series of look-up tables.

8) IRAC is known to suffer from residual images. The data pipeline will not correct the BCD for
residual images, since this correction may be quite complex and dependent on a number of different
factors, and hence cannot be easily executed in an automated fashion. However, we will analyze each
image and determine which pixels are likely to produce latent images above the local noise level, and
we will flag those pixels in subsequent DCEs based on the latent image decay curve. Observers will
not receive data from other observer's programs, but will receive data quality images containing a
quantitative measure of residual image contamination from other DCEs.

9) A dark current image is subtracted. The dark current images are based primarily on on-orbit
calibration data that are taken automatically as a part of most AORs. The actual dark current image
that is subtracted from the data is created by the calibration server and is provided as a data product.

10) Small bias offsets are subtracted. It is believed that these offsets will be a constant level per
readout channel, so it can be subtracted from the images.

11) Data are corrected for non-linearity. A function will be fit individually to every pixel's response
function based on on-orbit calibration and updated at monthly intervals using the internal IRAC
transmission calibrators. This function is then used to linearize the response of the individual pixels.
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Saturated pixels are identified and marked in a data quali ty file and the weight file. The processed
pixel will be linear to better than 1%.

12) The data are flat-fielded. The flat-field image will be supplied to the observer. The data from
which the flats are constructed are generated automatically during flight. Transmission calibrator
images are used to monitor the responses of the arrays and to correct a "master flat" generated from
periodic observations of the sky.

13) Radiation hits (cosmic rays) will be detected at the single frame level using either a median filter
or an artificial neural network algorithm which has been developed and tested in conjunction with
other missions. They may also be detected via a median filtering of  image stacks when multiple
DCEs of the same region of sky exist. Radiation hits will not be removed from the BCD. Instead, a
probabili ty that a given pixel is affected by a radiation hit will be noted in the data quali ty file.

14) The photometric calibration will be applied. The pixels will be in units of surface brightness.

At this stage, the BCD has been produced and consists of a single image corresponding to each
exposure made by IRAC. The header of the image will contain the standard FITS keywords as well as
suff icient information to trace the calibration and pipeline pedigree and the image distortion
coeff icients. This image is calibrated in physical units and has a pointing solution attached. There are
numerous data files explaining the contents of the image.

Further processing to generate the extended pipeline products mentioned above will use the BCD files
as their input. The pipeline has not been designed past the BCD level. Pipeline modules will be
developed to match the background brightnesses of overlapping images, register images (relative to
each other) using sources in the overlapping region, and generate mosaics from all the images in an
AOR. Another set of pipeline modules will be developed to extract point sources from the images and
measure their fluxes (using dedicated observations of the point spread function), place the fluxes into
source lists for each wavelength, and merge the source lists into a catalog. The algorithms will be
designed to be robust and will strive for completeness at the 10-sigma level, thus they will not reach
the ultimate sensitivity of the data.
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6.3.3.3 DATA REDUCTION SOFTWARE

Data Reduction
It is anticipated that parts of the pipeline will be released to observers to facilit ate re-reduction of the
IRAC data from the Basic Calibrated Data into new Extended Pipeline Products, in the event that
observers are unhappy with the default reduction done by the SSC pipeline. These programs, which
are the building blocks of the pipeline, can then be used to reprocess part or all of the data.

Data Analysis
Most scientific analysis, such as optimal mosaicing and source extraction, require additional
processing beyond the Basic Calibrated Data. Since data products will be delivered in standard FITS
format, observers may use any of a large variety of data processing packages available to the general
community (e.g. IRAF, IDL, AIPS, etc). The SSC pipeline will provide mosaiced images of entire
AORs, and the part of the pipeline that takes the BCDs and combines them into the mosaic will be
provided to observers.
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